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Introduction

Challenges in modern Industrial - and Vehicle -Networks

°° Communication infrastructure in various fields, such as industrial plants or vehicles
must provide ever more bandwidth

5 Demand for higher bandwidth can be met using Ethernet technology.

9 Real-time aspect: strict timing requirement  sfor the transmission of critical data.
° Best-effort cross -traffic competes with time  -critical data for bandwidth.

5 Real-time Ethernet protocols allow real  -time communication over Ethernet.



Introduction

SERCOS I

° SERCOS llI(Serial Real -time Communication System) is an established Real -time
Ethernet protocol, particularly used in the field of industrial plants.

SERCOS Il
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Introduction

SERCOS I

° SERCOS Illl comes with certain limitations:

9 Network topology: only physical line or ring topology

% Network must consist of SERCOS Ill devices only (no switches etc.)
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Introduction

Time-Sensitive Networking (TSN)

Time-Sensitive Networking ( TSN

o

Is a set of Ethernet standards meeting strict timing requirements.

9 supports Time Division Multiple Access (  TDMA) communication

o

supports Credit -based Shaping ( CBS communication.

o

supports flexible network topologies.



Introduction

SERCOS Illl Migration to TSN

9" With migration from SERCOS Il to TSN network limitations could be overcome.
°b So what?
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Introduction

SERCOS Illl Migration to TSN

o) With migration from SERCOS Ill to TSN network:limitations could be ‘'overcome.
°b So what ?

9 SERCOS Il could now be used in a wider range of networks (e.g. future vessel -networks?)

9" In case of industrial plants: SERCQOS Ill can directly be integrated into modern plant
network with e.g. smart mans G |cat

chain3slave

chain3slave2 chain3slave3



Introduction

SERCOS Illl Migration to TSN

% Round -trip time (RTT: time it takes for a frame transmitted by the master to
traverse the line/ring and reach the master again).

° RTT can be reduced: parallel (shorter) lines instead of one line or rlng

(as in the work of Nsaibi et al.). <7 <7 <7 <7
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SERCOS Il Protocol Overview

Network Topology

SERCOS Il

% Is a master -slave protocol with exactly one master.

9 only supports a physical line or ring (for redundancy) topology and no switches.

9 the master creates the frames (with ring topology: two copies of each frame are created).
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SERCOS Il Protocol Overview

Communication Cycle

° SERCOS lll is TDMAbased.

° Communication cycle is divided into 2 channels:
° RTC for real-time data

© UCC for standard Ethernet communication MDTO MDT1 ATO MDTO

Real-time channel : Unified
° RTC: fixed number of communication

channel
° Master -Data Telegrams (MDTS)
% Acknowledgement Telegrams (ATS)
° SERCOS lll telegrams are standard Ethernet frames.
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SERCOS Il Protocol Overview

Clock Synchronization

9 SERCOS IllIl comes with own clock synchronization mechanism.
9 Master distributes time (current time + offset) to slaves via MDTO.

° MDTO has to arrive on predefined time for synchronization to work correctly.
°Bb with minimum jitter!
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The Simulation Model

SERCOS Illl Migration to TSN

°° Migration from SERCOS Ill to TSN includes 3 sub -tasks:

1. Clock synchronization:
Instead of synchronization via MDTO: IEEE 802.1AS protocol defined in TSN
b clock synchronization decoupled from ti mi

2. Support of legacy systems:
SERCQOS Il transports application data via several standard Ethernet frames and
migration must not change that.

3. Transportation of critical data according to given QoS requirements:
TDMA or CBS in arbitrary topology of end nodes and switches.
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The Simulation Model

Frameworks and Layers

o OMNeT ++ simulation model based on CoRE4INET and INET frameworks.

9 CoRE4INET implements different Ethernet transportation mechanisms (TDMA, CBS).

9" The model consists of 3 layers:
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